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Abstract—The Sixth-generation communication system (6G)
relies on some groundbreaking technological enablers to provide
IoT with its full realization. However, with a myriad of user
equipment and IoT devices connected everywhere with different
levels of capability, 6G will need a holistic approach to reconcile
the strict security requirements with any Ultra-Reliable Low-
Latency Communication (URLLC) among smart objects. As a
key part of the 6G development, Blockchain is considered as an
essential technology to simultaneously address both these strin-
gent demands. In this paper, we consider a two-level approach,
where trust is modeled by combining a high-level component
based on Blockchain and Identity-Based Encryption (IBE) to
manage device identities, and a low-level component based on
a temporal decay and relative entropy components. Numerical
results obtained from two different datasets substantiate our trust
approach as a promising option aiming to shed some light on how
the trust aspects should be considered in the context of 6G.

Index Terms—IoT, 6G, security, trust

I. INTRODUCTION

The standardization of 5G communications has been com-
pleted, and the system is being deployed worldwide. However,
further challenges related to the spatial efficiency in the sub-
terahertz spectrum has motivated industry and academia to
start conceptualizing the next generation of communication
system (6G). The sixth generation is expected to significantly
improve the Key Performance Indicators (KPIs) of the fifth
generation (5G), described on Table I [1], aiming to satisfy
the requirements of the Internet of Things (IoT) applications.
Technological trends such as ubiquitous and distributed artifi-
cial intelligence are being quickly developed to provide ultra-
high reliability, ultra-low latency, and high-accuracy inter-
device synchronicity [2].

With a myriad of user equipment and IoT devices connected
with different levels of capability, 6G will need a systematic
approach to secure the sheer volume of mobile data across a
diverse set of platforms and comply with the strict privacy

TABLE I
KEY PERFORMANCE INDICATORS (KPI) COMPARISON

BETWEEN 5G AND 6G [1]

KPI 5G 6G
Data rate 0.1Gbps–20Gbps 1Gbps–1Tbps
Reliability (error rate) < 10−5 < 10−9

Density 106/km2 107/km2

Mobility 500km/h 1000km/h
Localization precision 10cm in 2D 1cm in 3D
Traffic capacity 10Mb/s/m2 < 10Gb/s/m3

Latency 1–5ms 10–100ns

and security requirements, such as confidentiality, integrity
and availability [3]. To provide IoT with its full realization,
6G should be hyper-secure with demanding requirements
from industrial to high-end users, while simultaneously being
low cost and low complex. Besides, IoT groundbreaking
applications (e.g. opportunistic IoT services [4]) will require
a safe communication platform with extremely low latency
(< 0.1ms) to deal with the frequent interactions among devices
moving very fast in aerial or even spatial environments [5], [6],
as it is envisioned for 6G.

6G IoT will be used to widen digital world boundaries in
terms of sensing, understanding, and programming. As a re-
sult, in addition to the loss of information, loss of control over
your device or host or loss of money, breach of information
security can endanger the physical safety of people and cause
loss of property [7]. Security keeps being one of the biggest
challenges in IoT development [8]–[16], mainly because of
the heterogeneity among platforms that IoT interconnects, the
resource-constrained devices, and the different communication
technologies. Resource constraints (in terms of computational
power, memory, or energy) of typical IoT devices limit the
implementation of sophisticated security techniques that can
properly mitigate security risks. In particular, assigning trust
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metrics is a relevant issue, being considered as an open
research area [17]–[19].

As a promising security solution for IoT, the emergent
Blockchain (BC) is considered an indispensable technology to
establish trust in future networks [20]. BC is an open database
that maintains an immutably distributed ledger typically de-
ployed in a peer-to-peer network. BC enables registering
and updating transactions securely in a decentralized fashion
without relying on a central intermediary. Thanks to the in-
herent advantage of the distributed ledger technology, BC will
likely play a major role in securing and authenticating future
communication systems [21]. BC has gained momentum in 6G
development [3] to provide security, privacy, and reliability
by design. Offerings of BC such as (i) decentralization by
eliminating the need of central trusted third parties and inter-
mediaries, (ii) transparency with anonymity, (iii) provenance
and non-repudiation of the transactions made, (iv) immutabil-
ity and tamper-proofing of the distributed ledger’s content,
(v) elimination of single-point-of-failure, improving resiliency
and resistance to attacks like Distributed Denial of Service
(DDoS), (vi) comparatively less processing delay as well as
processing fee [22].

In this article, we propose a trust modeling for IoT envi-
sioning its use in the context of 6G. We discuss that using a
trust model based on BC collaborates to reduce the overhead
time spent to acquire before starting every IoT communica-
tion, which is especially important for optimizing network
utilization in the critical environment envisioned to 6G. The
approach is based on three components: (i) an initial trust
component based on Identity-Based Encryption (IBE) and BC,
(ii) a continuous analyzer component based on Information
Theory, and (iii) a temporal decay component.

We consider using IBE [23] for managing device identities
aiming to reduce the number of messages exchanged between
IoT devices during authentication. To mitigate the IBE’s
vulnerability of enabling an IoT device being Private Key
Generator (PKG), we propose using BC to decentralize the
PKG and distribute the responsibility of inferring trust to net-
work members. This infrastructure is going to be transparent
to devices, acting as part of the network (the Internet), storing
devices’ keys. This way, trust about the transactions among
devices will be provided by default – or by design – since
it is intrinsic to the network. Thus, when a node wants to
communicate with another node and needs to verify/validate
whether the other node is in fact whom it claims to be, the
identity of that node is verified along with the information
stored in the BC. This information has a lot of computational
effort invested in it, which indicates that the identity of the
device is trustworthy.

We also consider the maintenance of trust during the com-
munication between devices using Information Theory [24]
to model the second component of our approach. We will
discuss more this component in the following sections. As a
third component, we take into account a temporal component
that should decrease trust value as long as the devices stop
communicating and cannot be sure about the other device

trustworthiness, since it may have been compromised in the
meantime. We show some numerical results that reinforce the
effectiveness of our approach.

The rest of this paper is organized as follows. Section II
provides a background to help understanding the proposal.
Section III discourse about related work. Our trust model is
presented in Section IV. Section V brings numerical results
and some discussions about our findings. Finally, Section VI
concludes the paper and indicates future work.

II. BACKGROUND

Identity-based encryption (IBE) is a form of public-key
cryptography in which a third-party server uses a simple
identifier, such as an e-mail address, to generate a public
key that can be used for encrypting and decrypting electronic
messages. Compared with typical public-key cryptography,
this scheme greatly reduces the complexity of the encryption
process for both users and administrators. Although dismissing
the need for a certificate authority, IBE depends upon a third-
party server to generate private keys. Such a vulnerability
enables Sybil attacks, in which a malicious IoT node pretends
being the PKG server [25]. Figure 1 gives an overview of the
IBE process.

Alice Bob

1 2 3

Key server

Send secure message

Encrypt with Public Key Bob authentication Private Key for Bob

Fig. 1. (1) - Alice sends an encrypted message to Bob. (2) - Bob asks PKG
server. (3) - PKG server sends a private key to Bob to permit him to decrypt
Alice’s message
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Fig. 2. PoW selects one node to create a new block in each round of consensus
by computational power competition, in which the participating nodes need
to solve a cryptographic puzzle

Another relevant technology is the Blockchain (BC), a
growing distributed ledger based on append-only records
(blocks) containing information about transactions such as
date, time, and who is participating in transactions [26]. BC
blocks are linked with each other through cryptographic hashes
involving its previous block, a timestamp, and the transaction
data. That is, BC can only be updated by consensus among
participants in the system, and once new data is inserted,
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Fig. 3. PoS leverages a way of internal transaction incentive instead of
consuming lots of computational power to reach a consensus

it can never be erased anymore. Instead of relying on a
centralized authority, that can be seen as a vulnerability, the
BC consensus-based mechanism distributes work for ensuring
trust among all the network members, making them as part of
such a trust [27].

The two most used consensus mechanism is the Proof-
of-Work (PoW) and Proof-of-Stake (PoS) [28]. The PoW
stands for a mechanism in which full nodes must apply a
computational effort to solve a cryptographic problem (Figure
2). They compete to find a hash value that corresponds to
the hash of a specific block. This mechanism provides the
most secure and tamper-proof blockchain, although being the
most energy-expensive one. The PoS, instead, is an energy-
saving consensus protocol that is based on a random draw in
which the more coins the more chances a node has to win the
competition, depict in Figure 3.

III. RELATED WORK

Even though the era of the 5G network has not yet fully
arrived, the limitations of 5G security push up futurist design-
ers to think about 6G [29]. 6G wireless networks are expected
to enhance 5G, further increasing reliability, speeding up net-
works, and increasing available bandwidth. Several use cases,
such as augmented reality and virtual reality, holographic
telepresence and teleportation, eHealth, pervasive connectivity,
Industry 4.0, Industrial IoT, and Unmanned mobility get being
meant in advance for 6G [30]. However, such a desired im-
provement also brings additional security and privacy costs to
be paid. When the physical and digital worlds merge closer in
6G, Internet level security will not suffice because of the tight
dependence of physical safety on information security [31].

The work presented in [20] consider a tight combination
of 6G and BC to outline challenges and opportunities derived
from that. The 6G-BC combination is also considered in [32].
Adding BC with artificial intelligence, the work proposes a
tier-based architecture aiming to tackle problems related to
security, resource management, and orchestration. Challenges
to match the envisaged demand surge for the 6G communi-
cation context is also addressed in [22] to speculate about
research directions involving BC to surpass security issues and
to unleash the potential of 6G systems. A BC radio access
network architecture that could secure and effectively manage
network access and authentication among trustless network
entities is proposed in [33]. However, latency due to the BC-
based networking services and the procedures of generating

and confirming blocks has been a critical issue that restricts BC
applications in delay-sensitive scenarios. The research in [34]
outlines a solution to embed trust and DDoS mitigation into
the networks by dividing the end to end connection on three
parts: (a) originating customer network, (b) public wide area
network, and (c) destination customer network.

Trust plays an important role in communications and inter-
actions of objects in this world and is considered as a key
factor in the success of online transactions [35]. However,
although trust and reputation can participate together in several
trust models, they have different meanings. When an entity
infers about how much it can rely on another entity based on
recommendations of a community, then we have reputation.
On the other way, when an entity infers about the reliability
of another entity based on its own observations, them we have
trust [36]. We also can combine both concepts to build an
embracing metric of trustworthiness.

Fortino et al. [37] designed a framework where every IoT
device was associated with a software agent able to exploit its
social attitudes to cooperate as well as to form complex agent
social structures. In their approach, devices can use network
services according to their reputation computed in BC. In
[16] they also consider social aspects to provide a framework
resilient to malicious activities. Other authors [38] used a
passport model to propose a decentralized trust framework
for cross-platform collaborations using BC technology. In this
case, BC stores a combination of smart contracts, in which
each interaction among devices, is signed by the participants.
The work in [39] states that using BC to build trust is a rele-
vant challenge. In this case, the authors replace the proof-of-
work with a mechanism to establish the validity and integrity
of transactions. Every agent creates his own genesis block
and builds irrefutable historical transaction records that offer
security and seamless scalability, without requiring global
consensus. Agents who take resources from the community
also contribute back using the authors’ approach. In [40],
the authors also considered social aspects with an agent-
based approach (like [37]), proposing a novel reputation-
oriented trust model, named StoRM, for the Internet of Things
that combines social dimensions and microservice architecture
with agent technology.

In [41], a trust model for wireless sensor networks (WSN)
is developed using weighted averages to build data, behavior,
and historical trust. Through simulations, authors show that
their approach is aware of energy consumption with significant
reduction of resource use and with higher detection rate in
comparison with other approaches. In the same field, the
work in [42] proposes using information theory to build trust
among nodes in WSN. Malicious nodes are detected by using
a relationship-based directional graph and entropy.

With a routing perspective, Khan et al. [43] proposes a
trust-based approach for managing the reputation of every
node of an IoT network based on IPv6 Routing Protocol for
Low Power and Lossy Networks (RPL). The results show
that the average delivery ratio grater than other approaches,
as well as less number of bad nodes and number of bad
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paths. Authors in [44] introduce a smart trust management
method that automatically assesses the IoT resource trust,
evaluating service provider attributes. They also use an elastic
slide window feature that helps to differentiate broken or
malfunctioning nodes among misbehaving devices.

Authors in [45] use fuzzy logic to provide an end-to-end
security solution through a lightweight authorization mecha-
nism and a novel trust model that has been specially devised
for IoT environments. They show that the performance of their
approach is near the ground truth and define four regions of
trust definition (distrust, untrust, trust, high trust).

In terms of an IBE implementation, [46] is one of the
few works that consider this approach together with a BC
implementation. The authors split the nodes in the chain to
complete user authentication and private key protection. The
results show that the failure probability is stabilized with the
number of cycles a node works.

Different from the former works, our proposal relies on
using a pre-acquired trust to achieve the security premises of
IoT communication. Instead of using static information, we
propose a dynamic trust model involving the individual device
and its relationship with the network, and the neighborhood
perception about his behavior. In the stringent low-latency
context imposed by 6G, the proposed model can be used to
simplify the security interactions between devices and third-
party entities, expecting a reduced communication overhead.

IV. TRUST MODELING

In particular, the concept of trust in interactions between
human beings is linked to people’s behaviors and experiences,
as well as to attitudes of the individual himself who is
establishing trust in others. In other words, the cultural aspects
and the environment in which people are inserted influence the
trust placed in others.

The concept of trust for IoT, as described in [47], is complex
since it considers various aspects such as belief, integrity,
reliability, among others. In this regard, the concept of trust
becomes different from the concept previously mentioned.
Building trust from one device to another may not consider the
behavior and actions of the device itself (from a perspective
of the sender device). For instance, a device that has become
infected and behaves abnormally would want to transmit
unconditionally to spread its malware. Hence, it won’t take
anything into account when it computes the trust of other
devices, conversely, it will trust all of them. Thus, trust for
IoT should be built only upon information that becomes from
other devices (receivers). The question that arises is: Which
information could be gathered to compose trust?

Let’s suppose three situations revealing trust components:
• When the receivers do not know any information about

the senders, they need a way to build an initial trust to
start communicating;

• When the initial trust is set, the trust values should be
dynamically adjusted so as to change it based on the
behavior of the sender (more trust if the behavior is as
expected, or less trust otherwise);

• When the communication ends, the devices do not know
if the others were compromised or if they present any
unexpected (malicious) behavior after some time, then the
trust value should not endure perpetually, but decreased
over idle time.

Trust can be understood as a local measure where one device
assigns a value that represents how much it trusts in the other
device. Each device will have a different perception about the
other devices trustfulness, so that trust is not a global attribute
with the same value for all devices. Hence, each device should
compute the trust value of another device using contextual
information that is directly related to that device.

An essential feature for trust is the guarantee of the unique-
ness, veracity, and authenticity of the identity of an entity, an
IoT device for example, in the network. Therefore, a device
must know if the other device it is communicating with is
the device it expects. This issue reveals the need for an
IoT device identification mechanism that provides assurance
of unique identities as well as protection against tampering,
duplication, forgery, and impersonation. By combining the
encryption technique of IBE to manage the identities of the
communicating parties, with the distributed ledger of BC, it
is possible to generate a common trust metric without using a
centralized entity as a PKG server.

One of the objectives of this work is to propose the use of
BC to store device’s identities in the futuristic IoT environment
of 6G, in which, rather than managing trade-offs, both security
and latency should be addressed simultaneously. In such a
security stringent scenario, IoT device identities will be stored
almost inviolably, disabling any other device to tamper or
corrupt and also prohibits multiple uses of such identification,
since it would be necessary to obtain more than 50% of the
computational power of BC network to change data.

Our approach is thought to be independent of the commu-
nication model, no matter if it is between devices, between
a device and a gateway, or between a device and the cloud
(considering a three-tier architecture as in [48]). Therefore,
we consider the use of BC at different scales with local
infrastructure (residential, for example), regional or global
scale. Adding up to the initial trust offered by BC, it is also
intended to address the maintenance of trust over time. For
this, we propose metrics that use entropy as a way to adjust
the trust between IoT devices.

An illustration of how the proposal works can be seen in
Figure 4. In the illustrated scenario, initially, Alice and Bob
do not know each other, having little or no information needed
to infer an initial trust value to start communicating. The
operating steps are as follows:
• Step 1: Each communication participant queries the

other’s identity in a High-Level Component based on a
BC infrastructure that stores the identities of all network
members. These identities can be obtained without the
need for prior communication between members on ac-
count of the use of IBE

• Step 2: With the initial trust established, communication
can start working over the Internet
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Fig. 4. 6G scenario of our Two-Levels Trust approach. Consider that Alice
is on a super-fast train, while Bob (sensor) is on-board of an airplane. The
communication between these two entities would only be possible upon a 6G
platform

• Step 3: As the communication between Alice and Bob
takes place, Alice calculates the entropy of Bob’s traffic
(and vice versa) and adjust trust in Bob over time. If Bob
behaves abnormally1, then it will negatively affect trust
and may cause communication to terminate if it decreases
beyond a previously established minimum. When the
communication ends, a timer component (also part of
the Low-Level Component) reduces the trust value until
it reaches the point where Alice and Bob will have to
consult the BC and start the whole process.

A. Trust Components

To perform device trust assignment, we propose dynami-
cally combining contextual characteristics that can be observed
by a particular device during its communication with another
device. With these characteristics, the device can calculate how
much it trusts in the other device.

Let X(t) represent the incoming throughput2 flowing into
device j due to device i, at time t, for t ∈ (0, T ], where
T ∈ N>0. If the traffic generated by a device is below the
capacity of the data link connecting that device to the network
(which we denote by C), then it is equal to the throughput.
Therefore, for each t, X(t) is assumed to be a random variable,
with probability distribution function given by

P [X(t) ≤ x] = FX(x, t).

Under the hypothesis of stationarity we have:

P [X(t) ≤ x] = P [X ≤ x] = FX(x).

Thus, from the given distribution of the random variable X ,
we are able to obtain information metrics (based on Shannon’s
Information Theory formulas), as we will discuss afterward.

Let TRij(t) represent the trust of a i device in a j device
at time t. The TRij(t) is defined as follows:

1) Initially, TRij(t) is computed based on the trust of the
j′s identity in the BC, expressed by BC(j, t). This
component gives a trust value based on the number

1divergence of the expected traffic distribution from the observed one
2Throughput here is given in Bytes per second (Bps)

of confirmations that a transaction has on the BC.
As the community suggests, the recommended number
of confirmations is around 6 confirmations [49]. The
more confirmations a transaction has, the harder it is to
reverse. Hence, with this number of confirmations we
can consider that the information of that transaction is
strongly agreed upon BC members and the probability
of tampering it is nearly impossible;

2) TRij(t) is also influenced by the variation of the relative
entropy of the traffic, which occurs when the expected
traffic behavior deviate from the current behavior of the
device due to any type of anomaly condition. The self-
information of the variable X is given by Equation (1),
and the average of the self-information is the entropy of
the random variable, given in Equation (2):

I(X) = − log pX(x) (1)

H(X) = E[− log pX(x)] = −
∑

x∈(0,C]

pX log pX (2)

Using this we can calculate the relative entropy (Equa-
tion (3)), which stands for the Kullback-Leibler [50]
divergence, a type of “distance” of two distributions.

D(p||q) =
∑

x∈(0,C]

pX(x) log
pX(x)

qX(x)
=

= EpX(x)

[
log

pX(x)

qX(x)

] (3)

As stated before, pX(x) is the expected distribution of
the incoming throughput (or traffic) from a sender j
to a receiver i. The qX(x) is also the distribution of
this throughput but empirically observed. As qX(x) ap-
proximates pX(x), then the relative entropy (“distance”)
D(p||q) decreases. So, we model the behavior when the
observed distribution differs from the true (expected)
distribution and adjust the trust of the specific device
with the inverse function of D(p||q) as Equation (4).

RE(X) =
1

D(p||q)
(4)

Thus, RE(X, t) is the component based on the relative
entropy of the random variable X(t) previously defined.

3) The third component we consider is a timeout compo-
nent that decreases the initial trust from the moment
devices stop communicating. After that, the devices will
need to obtain a novel initial trust from BC. In our
model we consider both a proportional time decay (TD)
as described in Equation (5).

TD(t) = TRij(t)× d (5)

where d is the decay factor.
The Equation 6 presents the proposed composition with all

three components together.

TRij(t) = BC(j, t) +RE(X, t)− TD(t) (6)
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V. RESULTS AND DISCUSSION

An implementation of the trust analytic model was devel-
oped in order to analyze its behavior over time. The results
presented use the dataset found in [51] and also a synthetic
dataset. This dataset is composed by traffic traces from a
smart-campus environment instrumented with a diversity of
IoT devices which includes cameras, lights, sensors, and
health-monitors. The traffic obtained from the dataset was
slightly changed adding some spikes during a short and a long
period to observe how the approach might behave.

There are relevant implementation assumptions to highlight:
• Taking into consideration the common resource-

constraints of IoT devices, the results were obtained
considering three different configurations of the size of
the sliding window (200, 600, 1000), which contains the
traffic values used in the calculations. Also, the sliding
window is used to accommodate different time scales
that can have impact on the trust calculation;

• For the sample distribution of traffic we consider a fixed
amount of bins (10) and a fixed maximum value of traffic
(100 KBytes/s);

• The expected traffic value used to compare with the
received one is calculated using a Kalman Filter, since it
closely tracked the received traffic and does not require
a lot of resources;

• When the communication is established for the first time
between two nodes, only the High-Level Component
(application information-based) actuates, which obtains
the reputation of the node in the community;

• When there is traffic (i.e., the incoming throughput is
greater than zero and less than the transmission capacity),
only the Low-Level Component (network information-
based) actuates to change the trust value;

• When the incoming throughput is zero, only the Timing
Component (also part of Low-Level Component) actuates
by constantly decreasing the trust value according to a
predefined rate (e.g. - 0.1 trust/s).

For the following results, we just consider the Low-Level
Component to observe what is the real impact of the network
characteristics on the trust metric, therefore the High-Level
Component does not take place.

As the analysis evolves each component of the Equation 6
is computed. For instance, a device j generates traffic to a
device i according to a distribution. This means that in each
time interval τ (e.g., one second), a value of bytes per τ is
generated. In the same manner, device i also sends traffic to
device j, but changes its behavior during an interval of the
experimentation and starts sending traffic according to other
distribution. What we want to demonstrate is the dynamicity
of the trust metric as the behavior of the traffic changes.

In Figure 5 we can see the traffic history over time that
an IoT node i sent to node j. We slightly changed the original
traces to consider some spike variations using the day 2016-09-
28 of the dataset from [51], which resumes in the spikes on the
10000s and 23000s, respectively. Figure 6 depicts the results of

the trust values, which increases as soon as the traffic pattern
begins to stabilize. Then, when the first spike is reached, the
trust value drops, with different depths depending on the size
of the sliding window (more depth the broader the window
is). Then, as the spike turns to be the new pattern, the trust
starts to increase again. These changes are due to the Low-
Level Component, produced by the variations on the traffic
distribution over time, captured by the relative entropy.

Fig. 5. Traffic produced by an IoT node using the day 2016-09-28 of the
dataset from [51] with a slightly manual modification (spikes on the 10000s
and 23000s)

Fig. 6. Trust values obtained with our trust model using the traffic from the
dataset [51]

Figure 7 shows the synthetic traffic pattern with periodic
variations. We highlight the traffic actually received by node
j (square-dot orange curve) and the expected traffic by node j
(triangle-dot green curve), which stands for the ground truth of
the traffic the node j should receive. With this type of pattern,
in Figure 8 we can realize that the size of the sliding window
has significant impact on the results, which is clearly explained
by its relationship with the size of the period of changes in
this traffic pattern. Still in this figure, we can also see that
when the received traffic matches the expected one the trust
value increases, whilst trust is penalized when the received
traffic diverges from the expected. Considering these results
it is possible to see that the Low-Level Component is able to
capture the changes in the traffic pattern of the nodes, which
helps to compose the trust metric and assures its effectiveness.
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Fig. 7. Synthetic traffic pattern with periodic variations

Fig. 8. Trust values using a synthetic traffic pattern with periodic variations

VI. CONCLUDING REMARKS AND FUTURE WORK

The approach we present in this article considers a High-
Level and a Low-Level Components, mixing application and
network characteristics of the devices to compose a compre-
hensive trust metric able to capture and isolate misbehaving
nodes. We envision the use of our trust approach in the context
of 6G since we consider using Blockchain as one of the
components, which is a building block technology of 6G.

As one of the main pillars of the 6G development as a
whole, Blockchain presents itself as a promising technology
to tackle the trust aspects of IoT. Its distributed ledger address
two critical issues related to the stringent 6G ecosystem that
supports IoT communication. First, using BC infrastructure to
store initial trust dismisses a third-party PKG, which mitigates
a relevant vulnerability point of the system. Second, assuming
the BC response time similar to the traditional keys exchanging
time, the two-level trust model we proposed reduces the
overhead time spent to acquire trust before starting every IoT
communication, which helps optimizing network utilization.
With the results obtained from two different datasets previ-
ously shown, we can see that the Low-Level Component be-
haves according to the expectations, including for the synthetic
spikes purposely inserted into the first dataset. Therefore,
we show that our approach is promising to capture behavior
changes and adjust trust under it.

Our future work involves completing tests including the
initial trust provided by BC as the High-Level Component

considering the perspective of Fog/Edge Computing and its
security [15], [52]. Particularly taking into account the BC
overhead time to reply to the initial trust, it is part of our
plans studying the BC consensus protocol that better fit the
requirements of our trust model, considering the 6G commit-
ment points related to URLLC for IoT communications.

We also plan to improve the relative entropy factor that
composes the low-level component of our trust model by
combining throughput with other features such as average
packet length and mean time interval between packets. In-
putting more information into the relative entropy factor will
aim basically to stabilize the entropy behavior by attenuating
potential outstanding intervals.

The results obtained from the datasets show that the Low-
Level Component behaves according to expectations, even
considering the synthetic spikes inserted into the first dataset.
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